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7.1 � Introduction
7.1.1 � Motivation
The current increase in health care spending is one of the many challenges that health care systems 
have to face. It has led to concerns about long-term sustainability [1]. For instance, inflation-
adjusted per capita health expenditures in the United States—which devotes the largest share of its 
gross domestic product to health care (17.6% in 2009)—have increased from approximately $809 
in 1960 to $7375 in 2009, with an average annual growth rate of approximately 4.7% [2]. Another 
challenge is the aging of the population, which is also accounting for the increase in health care 
costs. It is expected that the number of persons with ages 60 years or older will increase from 688 
million in 2006 to almost 2 billion by 2050, at which point (for the first time in human history) 
the population of older persons will be larger than the population of children [3]. Those two chal-
lenges highlight the need for better health system efficiency.

Recent advances in ultra-low power wireless sensors have fostered research in the field of body-
centric wireless networks, also referred to as body area networks (BANs) [4–7]. In these networks, a 
set of nodes (called sensors) is deployed on the human body. They aim at monitoring and reporting 
several physiological values, such as blood pressure, breath rate, skin temperature, or heart beating 
rate.

This chapter addresses the development of a specific framework for the accurate computation 
of the network topology (i.e., routing) suitable for medical applications. First, a comprehensive and 
detailed analytical framework for BAN performance evaluation is developed, obtaining closed-
form expressions for the link probabilities of outage in the context of multiuser communications. 
This framework encompasses the effects of environment, topology, and traffic intensity.

In the remainder of this section, state-of-the-art medical sensor network applications are 
presented. The medical best practices and standards in use are presented and the effect of wireless 
sensor networking on modern medicine is extensively detailed. In Section 7.2, an accurate chan-
nel model for on-body communications, based on an extensive measurement campaign using 
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high-accuracy and large bandwidth spectrum analyzers, is presented. In Section 7.3, a link–layer 
performance is evaluated with a computation of the link probability of success when using mul-
tisensor communications. The derivations take into account sensor activity (through its prob-
ability of transmission) and the effect of the environment as well. In Section 7.4, the link-level 
throughput and the delay are defined. The distinction between random access networks (i.e., 
slotted ALOHA) and time division multiple access networks (i.e., TDMA) is described. Next, in 
Section 7.5, the routing performance is analyzed and a novel framework for the computation of 
the optimal BAN topology is introduced. Section 7.6 concludes this chapter and presents open 
research questions.

7.1.2 � Sensor Networks and Their Application in Modern Medicine
BANs allow continuous monitoring of patients at home—compared with short-time monitoring 
at the hospital and, besides a traditional follow-up of a given pathology for a patient, they may 
also help in prevention medicine, early detection of pathologies, population screening, monitor-
ing of good adhesion to treatment guidelines, etc. The increase in interest for wearable monitors 
and Holter monitors may be seen as a first step toward BANs, as they also allow those features. 
However, current systems are usually cumbersome and wires are impractical. Furthermore, data 
processing and analysis are usually performed offline, making such devices not well-suited for 
continuous monitoring [8]. BANs provide a way to overcome those limitations. A BAN may 
be used in different types of frameworks, including monitoring patients with chronic disease, 
patients in hospitals, elderly patients at home, or even continuous monitoring of patients in any 
kind of environment. In particular, it can be used for numerous applications such as arrhythmias, 
hypertension, diabetes, elderly patient monitoring, and drug delivery through integrated feed-
back systems (see Aziz et al. [9] for review). Although most applications are focused on surface 
sensors, some also allow an implanted distributed sensor network. BION, for instance, proposes 
neural prosthetic interfaces that allow multichannel systems to be assembled from single-channel 
micromodules [10]. Besides clinical application, BANs may also be instrumental in various other 
applications, including human–computer interfaces and gaming [11].

As many applications and types of BANs appear, it is important to define some key terminolo-
gies and to propose a classificatory framework providing a general understanding of the technical 
aspects related to these systems [12]. Here, we will define only a few. A BAN may be defined as 
“a network of communicating devices worn on, around, or within the body, which is used to 
acquire health-related data and provide mobile health services to the user” [12]. The BAN may be 
composed of noninvasive (worn on the body) or invasive (worn in the body) sensors and actua-
tors, other network nodes placed around the patient (such as an external sensor informing of the 
environment of the patient, a video camera informing the posture of the patient, or a screen pro-
viding feedback to the patient), as well as a base unit, which are communicating together (intra-
BAN communication). Furthermore, extra-BAN communication usually also exists, allowing the 
system to communicate with a remote user, for instance, a health professional, through a central 
server system called BackEnd. Numerous BAN systems have been proposed (see, for instance, 
Aziz et al. [9] and Yuce [13] for reviews), including various physiological monitoring systems 
for individual or group use in medical centers or in home care [13], computer-assisted physical 
rehabilitation [14], implantable neural recording [15], and heart activity monitoring [16]. Many 
systems aiming to monitor patient physiological data share common features and therefore could 
also be used for a wide range of applications with few modifications.
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Building a successful BAN seems to be a challenging task. Most telemedicine applications 
remain in the pilot phase and never reach proper use in daily practice [17–19]. To be success-
ful, the major determinants may be divided into five classes [19]: (1) technology, (2) acceptance, 
(3) financing, (4) organization and, (5) policy and legislation. We will address some of the major 
related challenges.

Biomedical signal acquisition is a difficult task and has been greatly studied [20–23]. The 
difficulty usually comes from the low amplitude that physiological potentials such as electro-
cardiographic, electromyographic, or electroencephalographic potentials may show, which makes 
them sensitive to the noise generated by the device, electrical interference from the surroundings, 
and artifacts. It is estimated that in most bioelectric measurements, the overall disturbance level 
should be lower than 1 to 10 μV peak-to-peak [20].

Interferences are due to various unwanted couplings [20]. A capacitive coupling between the 
patient, the mains, and the earth causes interference currents flowing through the body. Similarly, 
both the amplifier and the wires connecting the electrodes to the amplifier are capacitively coupled 
to the mains and to the earth, causing parasitic currents. Magnetically induced interferences are 
also present due to the loop formed by the measurement wires. By nature, a BAN shows short 
wires connecting the electrodes and the amplifier, reducing the parasitic coupling; in this regard, 
it is less prone to interferences.

The noise generated by the device is mainly due to the first stages of the front-end, composed 
of the electrodes and the amplifier stage. The noise of typical Ag–AgCl electrodes is estimated to 
range from 1 to 15 μVRMS for electrodes placed on the body surface in a 0.5 to 500 Hz band-pass 
[24]. Much effort has been made by manufacturers to decrease the input noise of instrumentation 
amplifiers, even for the low frequencies needed, so that levels lower than 1 μV peak-to-peak may 
be reached for the typically required bandwidths. Finally, artifacts may affect the quality of the 
recording. Artifacts may be divided into two categories. First, physiological artifacts could be due 
to the biopotentials generated by the patients themselves, interfering with the acquisition of the 
physiological signal of interest. Second, nonphysiological artifacts are due to transitory perturba-
tion such as motion artifacts, impurities, and deterioration of the electrodes and electrostatic 
artifacts. Among these, motion artifacts are probably one of the most problematic because they 
are frequent and are not confined to a small spectral band [25,26].

Patient safety, of course, is an issue of major importance for a BAN, as for any other medi-
cal device. IEC 60601 International Standards, published by the International Electrotechnical 
Commission, lists the requirements regarding the safety and effectiveness of medical electrical 
equipment. Compliance with the IEC 60601 International Standards is a recognized step toward 
medical device approval in nearly all markets across the world, including the United States, 
Europe, Canada, Japan, Australia, and other countries [27]. Besides all conventional issues related 
to safety, the radiation issue that a BAN implies through its communication and the long-term 
consequences of this radiation on the body should be assessed, particularly in the case of implant-
able sensors [9].

Safety is of course mandatory under normal operational conditions, but this is also true under 
first fault conditions. In this regard, even if a medical device may fail, it should do so safely. 
Besides, it is important to be able to detect a fault in the system when it occurs, to be able to inter-
rupt its use, and to avoid the occurrence of another fault that could lead to a risk for the patient. 
Fault detection in BAN has been studied for many years [28], and robust fault detection should 
be designed for any BAN. The concept of essential performance, that is, the performance neces-
sary to achieve freedom from unacceptable risk, has received much attention in the last few years 
and its application lead to a change in the title of the IEC60601-1 publication [29] from “Medical 
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electrical equipment, Part 1: General requirements for safety” in the second edition, to “Medical 
electrical equipment, Part 1: General requirements for basic safety and essential performance” in 
the third edition (IEC60601-1) [30]. Essential performance is directly related to patient safety as 
one should understand it by considering whether its absence or degradation would result in an 
unacceptable risk.

This concept is clearly illustrated in applications such as life-supporting devices for which 
accuracy is vital, medication administered in a closed-loop system for which overdosing is unac-
ceptable, or preimpact fall detection for which malfunctioning may imply major injury [9,31]. 
Besides those obvious examples, another example of essential performance is the “correct output of 
diagnostic information from medical equipment that is likely to be relied upon to determine treat-
ment, where incorrect information could lead to an inappropriate treatment that would present an 
unacceptable risk to the patient” (IEC60601-1) [30]. Because the purpose of the large majority of 
medical equipment is to help the medical professional in realizing a diagnostic, such an example 
nearly always applies. Therefore, the data acquired from the BAN should always be accurate or, at 
least, it should be made clear when inaccurate information occurs to make sure that it would never 
lead to an inappropriate treatment. There are many types of inaccurate information, including 
data that is unavailable, incorrect, or with incorrect timing.

Focusing on BANs, wireless communication is prone to different types of problems leading to 
inaccurate data, including interference caused by other wireless devices that share identical chan-
nels, harsh network environments, low batteries, and unusual motions [28,32]. Various methods 
have been proposed to achieve robust data transmission, including packet retransmission [13,33], 
use of a multipath network to avoid disrupted links [9,34], and multicast or broadcast-based rout-
ing schemes [35,36]. Local data storage at the node level [26] may also be an option to backup 
potential data loss during transmission, at the cost of a more complex data transmission (or offline 
data download), and larger data storage components.

Data synchronization has great importance, as it may affect the synchronization of two physi-
ological signals, or even the integrity of the whole data set. In general, the synchronization timing 
error between two signals is small in BANs when compared with the length of most physiological 
patterns. However, one should also take into account that many medical definitions, which affect 
the corresponding diagnostics, are based on the latency between two physiological events and use 
a fixed threshold. For instance, let us consider that the occurrence of two physiological events, 
concurrent within a 5-s window, is considered pathological. Then let us consider that, for a given 
patient, those two physiological events occur exactly with a 5-s interval and therefore should be 
considered pathological. In this case, even the smallest synchronization timing error that would 
increase the time interval between the two events would imply the wrong assumption that no 
pathological event occurred. This said, one should be able to stand back when analyzing such a 
recording, and it is assumed that a medical professional would have the insight needed to do so, 
but automatic signal processing may not. Many algorithms have been proposed to provide time 
synchronization in BAN, usually achieving average synchronization timing errors of less than 
30 μs.

An artifact is also likely to corrupt data [28,32]. Besides the traditional signal processing often 
proposed to detect and remove artifacts, BAN context awareness may help account for artifacts 
[9]. Motion artifacts, one of the most problematic types of artifact [25,26], may be detected using 
motion analysis systems based on kinematic sensors [26,37,38].

As for any medical device, electromagnetic compatibility is an important issue that needs 
to be assessed, both for the unintentional generation and reception of electromagnetic energy. 
The aim is to ensure that the BAN does not interfere with other devices or is not disturbed by 
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other devices through spurious emission and absorption of electromagnetic interference. Various 
standards have been published, depending on the country of use, detailing the technical and per-
formance requirements to which the devices will be tested (e.g., IEC60601-1-2 2007). Compared 
with traditional wired monitoring devices, the use of wireless communication makes BAN more 
prone to electromagnetic interference emission and less immune to it, so this issue should be 
assessed carefully.

Privacy and security issues also need to be considered. The wireless nature of BAN makes 
them more prone to various security threats. This issue is common to all wireless networks, but the 
clinical use usually made by the BAN makes it most critical, and has therefore been heavily inves-
tigated for those applications [35,39,40]. Threats and attacks include data modification, imper-
sonation attack, eavesdropping, and replaying (the attacker resends a piece of valid information), 
and security mechanisms include data encryption, data integrity and data origin authentication, 
authentication, and freshness protection [39]. Various possible solutions for security methods in 
BAN have been proposed (e.g., see articles by Ng et al. [40] and Dağtas et al. [41]).

Comfort is one of the key features that may be greatly improved by using a BAN. Traditionally, 
the patient is connected to the (usually large) monitoring device through wires, which reduces 
the patient’s comfort and mobility [11]. Using a BAN is therefore beneficial, as those wires are 
removed. However, to keep this advantage, the BAN nodes should be small, even forgettable to 
the user, and allow autonomic donning and doffing [18]. Besides BAN, other architectures also 
allow the removal of those undesirable wires. For instance, another option is the use of a wearable 
textile interface that is implemented by integrating sensors, electrodes, and connections in fabric 
form [42].

Finally, power consumption, due both to data acquisition and transmission, is a key issue in 
BAN. It has a direct effect on comfort as it characterizes the trade-off between the size of the 
battery embedded in each node and its battery life. Both low power data acquisition [43–45] and 
low power data transmission [11,15,46] have been proposed. An interesting new trend is the use of 
power scavenging to enhance battery life, using surrounding energy sources such as thermal body 
heat [26] and body movement [47]. Another option, aiming to reduce data transmission power 
consumption, is to perform data processing (such as feature extraction) within the BAN node, 
so that only relevant information is transmitted [8]. However, two drawbacks of this method are 
the increase in power consumption due to data processing, and the potential loss of information 
occurring during the processing.

At least 10% of the population suffers from a sleep disorder that is clinically significant and of 
public health importance. To detect and assess sleep disorders, it is common to use a polysomno-
gram, a medical tool monitoring a wide variety of physiological parameters related to sleep.

Although polysomnography is traditionally performed at the hospital, there is a trend in per-
forming sleep monitoring at home. The benefits over traditional polysomnography include a more 
comfortable patient’s sleep, which is more indicative of his/her normal sleep, a cost that is substan-
tially less expensive (25%–30% of the cost of traditional polysomnography), shorter waiting lists, 
etc. [48,49]. Even if there is still a debate regarding the validity of available home sleep testing 
devices, various authors report that the outputs from polysomnography and home sleep tests are not 
much different [49]. Another issue associated with traditional polysomnography is the long wires 
connecting the sensors, which can create discomfort and result in cable movement artifacts [11,49].
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7.1.3 � Medical Scenario of Interest
The portability and wireless nature of the BAN makes it highly suitable for home sleep moni-
toring. In this sense, various wireless devices and BAN used in sleep monitoring have been 
previously proposed [11,50,51]. Following those, we propose a BAN used for sleep monitor-
ing. The choice of recorded physiological parameters and positioning of sensors is given in 
Table 7.1. This is believed to be typical because it is based on technical recommendations such 
as those made by Patel et al. [49] Chokroverty [52], Quan et al. [53], Patil [54], and Iber et al. 
[55], and according to the specifications of major manufacturers. The distribution of sensors 
is represented in Figure 7.1 and will serve as the basis for the performance analysis detailed 
in Sections 7.4 and 7.5.

Table 7.1  Specifications of a Typical Neurophysiologic Monitoring Device

Acronym Name Bandwidth (bits/s) Location

PHONO Sound probe 16,000 Neck

EEG Electroencephalograph 25,600 Head

EOG Electro-oculogram 6,400 Head

EMG1 Electromyograph 3,200 Chin

EMG2 Electromyograph 3,200 Left leg

EMG3 Electromyograph 3,200 Right leg

ECG Electrocardiogram 3,200 Heart

NFL Nasal/oral airflow 600 Nose/mouth

PAP Positive airway pressure monitoring 600 Nose/mouth

POS Position 600 Thorax

VAB Plethysmograph 600 Abdomen

VTH Plethysmograph 600 Thorax

SPO2 Arterial hemoglobin saturation 600 Finger

PR Pulse rate 600 Finger

PTL Plethysmograph 600 Finger

PTT Pulse transit time 600 Finger

LIGHT Light 600 Thorax
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7.2 � Physical Channel Modeling for On-Body Communications
To build an accurate model for the on-body propagation, a Rohde & Schwartz ZVA-24 vector 
network analyzer was used to capture the complex-valued frequency-domain transfer function 
between 3 and 7 GHz, with a frequency step of 50 MHz. Omnidirectional Skycross SMT-
3T010M ultrawideband antennas were used during the entire measurement campaign. Their 
small size (13.6 mm × 16 mm × 3 mm) and low profile characteristics precisely match the body 
sensor requirements. These antennas were separated from the body skin by about 5 mm to ensure 
a return loss value of S11 ≤ −9 dB. Finally, low-loss and phase-stable cables interconnect all com-
ponents and the IF bandwidth was set to 100 Hz to enlarge the dynamic range to about 120 dB.

The experimental scenario is presented in Figure 7.2 and can be described as follows. The mea-
surements were carried out at approximately 94 cm of the waist of a man (1.87 m, 83 kg) whose 
body was in a standing position, arms hanging along the side. The transmitter antenna was placed 
around the body at a distance d from the receiver antenna, which is located at the middle axis of 
the torso.

Figure 7.3 (obtained from our previous work [56,57]) presents the power delay profile and 
channel gain between two nodes. This information is then used to derive a very accurate propaga-
tion model that accounts for the average received power, the statistical variations of the signal 

EMG3

ECGVTH

VAB

EMG2

EMG1
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PR
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NFL
PAP

Phono

EEG + EOG

Figure 7.1  Physical model of the medical scenario.
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(i.e., shadowing, movements of the limbs, etc.), and the effect of the environment (indoor or 
outdoor) [57].

The conclusions of this extensive measurement campaign, also highlighted by the model stud-
ied by Van Roy et al. [58], can be summarized according to three points. First, there is propagation 
through the body. However, when high transmission frequencies are considered, the attenuation 
undergone by these waves is relevant and the corresponding contribution can be neglected.

A second mechanism corresponds to guided diffraction around the body. This mechanism 
is consistent with surface wave propagation and its properties depend on the body specific 
characteristics.

Finally, the last propagation contribution comes from the surrounding environment. More 
precisely, the third propagation mechanism originates from reflections off the body limbs (arms 
and legs) and the surrounding objects (walls, floor, and ceiling). Obviously, this mechanism is 
observed only in an indoor environment.

Based on an extensive measurement campaign, we now present accurate statistical models cor-
responding to the propagation mechanisms described above.

Torso TorsoRight
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Left
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Figure 7.2  Possible positions of a transmitter–receiver pair in a BAN.
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Figure 7.3  Power delay profile as a function of the time in an indoor environment and for 
d ≤ 25 cm (body front).
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7.2.1 � On-Body Propagation (Guided Diffraction)
As previously emphasized by Ryckaert et al. [56] and Van Roy et al. [57], the average received 
power (on the decibel scale) is the following linearly decreasing function of distance:

	 E[ ( )] ( )PP d P L d d d d= + + − ≥ref ref ref10γ 	 (7.1)

where P(d) is the instantaneous received power (dimension, W) at distance d (dimension, m), P 
the transmit power (dimension, W), dref is a reference distance (dimension, m), Lref is the gain at 
the reference distance (adimensional, in decibels), and γ is a suitable constant (dimension, m−1). 
For instance, typical experimental values for these parameters are dref = 8 cm, Lref = −57.42 dB, and 
γ = −124 dB/m [57]. The average received power, in linear scale, can then be expressed as follows:

	 E[ ( )] · ( )PP d P L d d d= ≥ ref 	 (7.2)

with

	

L d

L

L d

L

d( ) ·( )=

=

−10 1010 10

0

ref ref /γ γ

�
� ������ ������

0010γd d d≥ ref 	 (7.3)
where L0 is a function of Lref, dref, and γ.* In Figure 7.4a, the loss L is shown as a function of the 
distance, considering narrowband transmissions at 5 GHz. More precisely, in Figure 7.4a, experi-
mental measurements (circles) and their linear interpolation (solid line) are shown. Finally, using 
Equation 7.3 in Equation 7.2, one obtains:

	 E[ ( )]PP d PL d= 010γ .	 (7.4)

Although Expression 7.4 characterizes the average value, it does not provide insights into the instan-
taneous distribution of the received power. In the study by Van Roy et al. [57], it has been experimen-
tally observed that the on-body propagation channel is characterized by slow large-scale fading (i.e., 
shadowing). More precisely, the instantaneous received power at distance d can be expressed as follows:

	 P(d) = PL010γd X

where X is a random variable (RV) that depends on the channel characteristics. As shown in the 
study by Takada et al. [59], and as confirmed in our measurements, X has a log-normal distribu-
tion† with parameters μ and σ, where σdB typically ranges from 4 to 10 dB, μdB is the average path 
loss on the link (dimension, dB). Because the loss is accounted for by the term L(d), it follows that 
μdB = 0 dB and the cumulative distribution function (cdf) of X reduces to the following:

	
F x

x
XX ( ; , )

log
0 1

2
1
2

10
2

10σ
σ

= − −





erf

	
*	 Note that, even though Equation 7.3 holds for d ≥ dref, L0 can be intuitively interpreted as the (extrapolated) gain 

(adimensional, linear scale) at distance d = 0. In other words, L0 takes into account the loss due to antenna emission.
†	 Note that we use the log10 variant of the log-normal because the widely used shadowing model uses an additive 

Gaussian variation expressed in decibels.
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Figure 7.4  Propagation loss as a function of the distance: (a) on-body propagation and 
(b) propagation through reflections off the environment. In both cases, experimental results 
(circles) and their linear (or piecewise linear, in b) interpolations are shown (solid line).
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with the following corresponding probability density function (pdf):

	
f x

x

x
XX ( ; , )

(ln )
exp

( log )
0 10

10 2
10

2
10

2

2σ
πσ σ

= −











.	 (7.5)

7.2.2 � Reflections Off the Environment
The second significant propagation mechanism originates from multiple reflections off the envi-
ronment. A substantial measurement campaign has shown that the contribution of the envi-
ronment can be considered, on average, as an additive, constant power when the transmission 
distance is significant (i.e., when d > 25 cm). The obtained results are shown in Figure 7.4b, the 
power received with reflections from the surrounding environment is shown as a function of the 
distance. It can be observed that when d > 25 cm, the value of the loss is, on average, approximately 
78 dB. More precisely, for d > 25 cm, the average value of the received power can be expressed, in 
logarithmic scale, as follows:

	 E[ ]PPenv env dB
(env)= +P P L� 	 (7.6)

where P is the transmit power and LdB
(env) dB� −78 . Alternatively, the average received power can 

be expressed in linear scale as

	 E[ ] ·PPenv env
(env)= P P L� 	 (7.7)

where L L(env) /dB
(env)

= 10 10. Our measurement campaign has shown that the propagation channel can 
be accurately characterized as a narrowband Rayleigh block fading. Therefore, the instantaneous 
received power Penv has the following exponential distribution [60]:

	
f x

P
x

PPPenv
env env

( ) exp= −








1 .	 (7.8)

7.3 � Link–Layer Performance
Transmission on a single link of interest strongly depends on the characteristics of the propaga-
tion channel and more precisely on its statistical variability, but also on the interference gener-
ated by the other surrounding nodes. More specifically, the traffic generated by a single sensing 
node will be analyzed under the well accepted slotted ALOHA system model. In this model, the 
nodes are supposed to transmit at discrete moments in time (called time slots) and the probability 
that a specific sensor has data to send is constant and will be noted as q. The node probability of 
transmission is a generic value in our analysis but it obviously depends on the medical application 
considered and can be precisely evaluated for any scenario, as it will be shown later.

We now provide the reader with the closed-form expressions of the link probability of success 
for a given node in the context of multiuser BANs.
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7.3.1 � Link Probability of Transmission in Multisensor Communications
The combination of the two propagation mechanisms presented in Subsections 7.2.1 and 7.2.2 
allows us to derive a unified propagation model for a generic BAN. It can be observed that the degree 
of importance of each mechanism depends on the distance between transmitter and receiver. More 
precisely, in proximity, the dominant propagation mechanism is the on-body propagation described 
in Subsection 7.2.1. Above the crossover distance dcross ≈ 25 cm, the contribution of the environment 
becomes dominant and the second propagation mechanism, presented in Subsection 7.2.2, is the 
only relevant one. Therefore, a unified propagation model can be characterized as follows:

◾◾ In an outdoor environment, the average received power can be computed using Equation 7.4  
(i.e., E[ ( )]PP d P d∝ 10γ ) and the instantaneous received power is determined by the log-normal 
fading channel model given by Equation 7.5.

◾◾ In an indoor environment:
−− If d ≤ dcross, the average received power can be computed using Equation 7.4 (i.e., 

E[ ( )]PP d P d∝ 10γ ) and the log-normal fading in Equation 7.5 is used.
−− If d > dcross, the average received power is approximately constant (i.e., E[ ( )]PP d PL= (env)) 

and the instantaneous received power, owing to a Rayleigh faded channel model, has the 
distribution given by Equation 7.8.

In a BAN, all sensors need to transmit to a central controller and, in this sense, the scenario at 
hand can be interpreted as a multiuser scenario. Transmission over a link of interest is denoted with 
the subscript “0.” Besides the intended transmitter, other nodes may be interfering. Depending 
on their distance to the receiver, the interfering nodes will be denoted differently. More precisely:

◾◾ In an indoor scenario, the interferers located at distances shorter than dcross are referred to 
as “close-range interferers,” their number is indicated as Nclose, and the generic node will be 
denoted with a subscript i N∈ …Nclose close� { , , , }1 2 .

◾◾ In an indoor scenario, the interferers located at distances longer than dcross are referred to 
as “far-range interferers,” their number is indicated as Nfar, and the generic node will be 
denoted with a subscript j N∈ …N far far� { , , , }1 2 .

◾◾ In an outdoor scenario, the number of interferers is indicated as Nout, and the generic node 
will be denoted with a subscript k N∈ …Nout out� { , , , }1 2 .

The transmission state of a node at time t is characterized by the following indicator variable:

	

Λ( )t
t

=
1
0

if the node is transmitting at time
if the node iss silent at time t .





 	

Assuming slotted transmissions (i.e., t can assume multiples of the slot time), a simple random 
access scheme is such that, at each time slot, a node transmits with probability q [61, p. 278]. 
Therefore, { ( )} ,Λi tt i=

∞ ∈1 Nclose, { ( )} ,Λ j tt j=
∞ ∈1 N far, and { ( )} ,Λk tt k=

∞ ∈1 Nout  are sequences of 
Bernoulli RVs with P P{ ( ) } { ( ) } , , , ,Λ Λi jt t q t i j k= = = = ∀1 1 .

A transmission in a given link is successful if and only if the signal-to-noise and interference 
ratio (SINR) at the receiver is above a certain threshold θ. This threshold value depends on the 
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receiver characteristics, the modulation format, and the coding scheme, among other aspects. The 
SINR at the receiving node of the link is given by

	
SINR

N B+
0 0

0 int
�

P
P

( )d 	 (7.9)

where P0(d0) is the received power from the link source located at distance d0, N0 is the power 
noise spectral density, B the channel bandwidth, and Pint is the total interference power at the link 
receiver, that is, the sum of the instantaneous received powers from all the undesired transmitters. 
More precisely, in an indoor environment, one has:

	

P P d Pi

i

N

i i j

j

N

int
(indoor)

env

close far

� Λ Λ
= =

∑ ∑+
1 1

( ) 	 (7.10)

and, in an outdoor environment, one has:

	
P P dk

k

N

k kint
(outdoor)

out

� Λ
=

∑
1

( ).	 (7.11)

Finally, as typical in the context of BANs, we assume that all nodes use the same transmit power, 
that is, Pi(0) = Pj(0) = Pk(0) = P0(0), ∀i, j, k.

7.3.1.1 � Link Probability of Success with Short-Range 
Transmission in Indoor Scenarios

The link probability of success for a required threshold SINR value θ in the context of a short, 
indoor, log-normal faded link is equal to

	

Pclose
(indoor)

in

SINR

int

= >

=
+
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P L d X
N B P

0 0 0

0 tt
int
(indoor)

env

>


















= − ≤

θ

θ

P

X N
X PE P, ,Λ 1 0

0BB P
P L d

X P

+























=

int
(indoor)
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




.

	 (7.12)

In Appendix A at the end of this chapter, it is shown that

	
ζ σ

σ
( ; )

log
exp( )z

z
c a zm

m

n

m�
1
2

1
2

10
2

10+ −



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≈ −∑erf
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where { }cm m
n

=1  and { }am m
n

=1, where n is an integer determined by the expansion accuracy and is a 
suitable coefficient. By using the function ζ(·;·) and recalling Expression 7.10 for the interference 
power, the link probability of success (Equation 7.12) can be written as follows:

	

Pclose
(indoor) int

(indoor)

=




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E ζ θ σPP
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Λ

		
		  (7.13)

where, in the last passage, we have used the fact that the RVs {Λi, Λj, Penv, and Xi} are indepen-
dent. The middle term in the second line of the right-hand side of Equation 7.13 can be further 
expressed as
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	 (7.14)

The final integral expression in Equation 7.14 can be numerically computed. The term in the 
third line of the expression in Equation 7.13 can be expressed as follows:
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	 (7.15)
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Finally, by using Equations 7.14 and 7.15 into Equation 7.13, the link probability of success can 
be given by the expression in Equation 7.16.
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	 (7.16)

7.3.1.2 � Link Probability of Success with Long-Range 
Transmission in Indoor Scenarios

The Rayleigh-faded channel model applies to indoor links with length d > dcross. In this scenario, 
E[ ( )]PP d P≈ env  (for both the intended transmitter and interferers) and the link probability of suc-
cess can be expressed as follows:

Pfar
(indoor)

int
(indo

int

=

=

P

E P

{ }

{ } |

SINR >

SINR >

θ

θPP PP oor)

int
(indoor)

env

 

= − +










E exp ( )θ N B

P
0 PP











= −





× −exp exp ( )θ θN B
P

P L d
P

i i

i

0

env env
E

== =
∑



























× −
1

N

i i

j
P

close

env

env
XX PPΛ E exp θ

11

N

i

far

∑


























Λ .

	 (7.17)

It can be observed that the terms in the second and third lines at the right-hand side of 
Equation 7.17 are similar to Equations 7.14 and 7.15. Therefore, by using the same derivation 
of Subsection 7.3.1.1, with P0L(d0) replaced by P0L(env), one has
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and
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By inserting Equations 7.18 and 7.19 into Equation 7.17, one obtains the final expression 
(Equation 7.20) for the probability of successful transmission on the link.
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	 (7.20)

7.3.1.3 � Link Probability of Success in Outdoor Scenarios

In these scenarios, the links are subject to log-normal fading and exponential power decreases. 
The link probability of success can simply be derived by using the derivation in Subsection 7.3.1.1, 
setting Nout = Nclose and Nfar = 0 (this does not mean that there are not far interferers, but that their 
propagation model is simply the same of close interferers). Therefore, the computation of the link 
probability of success P (outdoor)  is straightforward from Equation 7.16, and the final expression is 
given in Equation 7.21.
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7.3.2 � Energy Consumption and Minimum Transmit Power
From the above relations, the minimum transmission power on a link can be easily derived. It 
is defined as the power required to achieve a threshold link probability of success Pth in a noise-
limited regime, that is, when all other nodes are silent. Therefore, by recalling Equations 7.16, 
7.20, and 7.21 and setting Nout,close,far = 0, one has:
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	 (7.22)

where N0 has been expressed as Tkb, with T being the room temperature (dimension, K) and 
kb = 1.38 × 10−23 J/K being Boltzmann’s constant, and B is the transmission bandwidth. For the 
outdoor scenario, one obtains:

	
P k TB

L d0
0

110 0

(outdoor) b

th

≥ −

θ
ζγ ( )P

.	 (7.23)
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where Pth is the threshold link probability of success. In Figure 7.5, the minimum transmission 
power is presented as a function of the transmission distance d0 and the threshold link probability 
of success Pth. It can be observed from Figure 7.5a that, in an indoor scenario, there are reflections 
off the walls.

Finally, note that in the following, we will consider only interference-limited networks, that is, 
scenarios in which the conditions in Equations 7.22 or 7.23 are satisfied. Formally, this situation 
is equivalent to letting the thermal noise N0B = 0 in Equation 7.9.

7.4 � Link-Level Throughput and Delay
In this article, we consider multiuser communications in which a transmission will be defined as 
successful if and only if the associated transmission link is not in an outage. This corresponds to 
requiring that the (instantaneous) SINR of the link is above the threshold θ, that is,
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Figure 7.5  Minimum transmission power for a given link probability of success and as a func-
tion of the distance.
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	 P (link) SINR= >P{ }θ .	 (7.24)

Obviously, this probability depends on the physical channel characteristics, the shadowing on 
the links, the mobility of the nodes (e.g., if the node is located on an arm), and the modulation in 
use. For instance, in a ZigBee system or, in general, with low-throughput BANs, a value of θ = 5 dB 
is sufficient. In the article, we refer to the IEEE 802.15.6 standard, which allows the use of two access 
control schemes: (i) a random, slotted ALOHA access and (ii) a deterministic TDMA access.

In a slotted ALOHA system, the time is divided in equal, discrete elements called time slots. 
During each time slot, a node has a fixed probability of transmitting a packet. In the remainder of 
this article, this value is noted q (nondimensional). During this time slot, any number of nodes can 
attempt a transmission and collisions may occur. As a consequence, the delay in a slotted ALOHA 
system is directly linked to the number of (re)transmissions needed to send (or forward) a packet, 
which in turn is directly proportional to the link probability of success and the overall activity of 
the network (through the value of q).

On the other hand, in a TDMA system, the time is exactly divided in a fixed number of slots. Each 
slot is then allocated to a given a node and it is allowed to transmit only during its time slot. At any other 
time, the node must remain silent. Therefore, the delay depends on the (deterministic) amount of time 
to wait before a dedicated slot takes place. In a generic approach, it can be supposed that a relay node 
will allocate exactly one slot per sensor to receive its data and a slot per sensor for the forwarding uplink. 
This in turn depends on the routing tree and the quality of service (QoS) requirements.

Finally, we define a probabilistic throughput value as the average probability of successful 
transmission P (link)  multiplied by the probability that the transmitter actually has a packet to 
transmit q, that is,

	 τ � qP (link).	 (7.25)

Obviously, in the slotted ALOHA scheme, the value of P (link)  can be Pclose
(indoor), Pfar

(indoor), or even 
P (outdoor), depending on the scenario and the link of interest. On the other hand, in the TDMA 
scheme, it is the average activity period, that is, the amount of time that a node is actually allowed 
to transmit in the time division scheme. We now provide the reader with the exact computation 
of the delay and the corresponding throughput.

7.4.1 � Random Access BANs
The slotted ALOHA multiple access scheme [19] was recently proposed by the IEEE 802.15.6 
working group as one of the reference medium access control (MAC) schemes for wireless body 
networks in the context of narrow-band communications [20]. An example of slotted ALOHA 
is given in Figure 7.6. In particular, in each time slot, the nodes are assumed to transmit inde-
pendently with a certain fixed probability [21]. This approach is supported by the observations in 
studies by Huhta and Webster [22, p. 278], Wood and Ewins [21], and Webster [23], in which it 
is shown that the traffic generated by nodes using a slotted random access MAC protocol can be 
modeled with a Bernoulli distribution. In fact, in more sophisticated MAC schemes, the probabil-
ity of transmission at a node can be modeled as a function of general parameters, such as queuing 
statistics, the queue-dropping rate, the channel outage probability incurred by fading [24], the 
adaptation of the sampling rate to the patient’s condition [25], the MAC strategy used [26], and 
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others. Because the effects of these parameters are not the focus of this study, the interested reader 
is referred to the existing literature [27–29] for further details.

In a slotted ALOHA system, the delay is directly connected to the number of (re)transmissions 
needed to send or forward a packet, which depends on the number of nodes and especially their 
probability of transmission. More precisely, the average number of transmissions can be written as:

	
E r rQ

r

r[ ] =
=

∞

∑
1 	

where Q r is the probability if a successful communication takes place exactly at the rth attempt 
(i.e., r − 1 unsuccessful transmissions and a successful transmission). It is expressed as:

	 Qr = (1 − Ps)r−1 Ps

where Ps denotes the link probability of success. It can be observed that the variable r is a geometric 
random variable with parameter Ps. Therefore, the average delay in slotted ALOHA scheme, in 
terms of time slots, is exactly:

	
D E r

PALOHA
s

= =[ ] 1 .	 (7.26)

By recalling the definition of the link throughput given in Equation 7.25 and using the relation 
in Equation 7.26, one finally obtains the link throughput

	
τALOHA s

ALOHA
= =qP

q
D

	 (7.27)

which shows that the network throughput will directly depend on the value of q (through the 
value of Ps, which models the number of collisions on a given link).

Time slots

Node 1

Node 2

Node 3

Collision

Successful 
transmission

Figure 7.6  Slotted ALOHA scheme.
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7.4.2 � TDMA BANs
In a TDMA system, each node transmits during a dedicated time slot and, as consequence, in 
an interference-limited regime, one has Ps = 1. The delay DTDMA only depends on the amount of 
time to wait before a dedicated slot takes place. In a generic approach, it can be supposed that a 
relay node will allocate exactly one slot per sensor to receive its data and a slot per sensor for the 
forwarding uplink. Note that this is an anticipation on the computation of the route delay. Indeed, 
on the opposite of the studied random access scheme (i.e., slotted ALOHA), the exact computa-
tion of the link delay in TDMA requires that the effect of relaying be taken into account, which 
in turn depends on the topology of the routes.

In Figure 7.7, the slot allocations (i.e., chronogram) are presented for each relay (noted as 
R R RN1 2 2

, , ,… ). The time slots have a fixed duration of Ts (dimension, s). As can be seen from 
Figure 7.7, each relay needs a frame of N1 time slots to collect the packets (possibly generated) 
from its N1 leaves. It then waits another frame (N1 time slots) to forward them to the sink. At this 
point, it needs to remain idle for (N2 − 2) frames, as the sink is busy collecting the packets from 
the other relays. This corresponds to assuming the same transmission rates at leaves and relays, and 
the same TDMA-based approach at first and second layers. Therefore, the distance between two 
consecutive slots assigned to a given leaf is equal to N1 · N2 slots: when a leaf generates a packet, it 
needs to wait a number of slots between 0 (its slot is the current one) and N1 · N2 − 1 (its slot just 
passed).* As each number of slots has the same probability, the average delay (expressed in time 
slots) experienced by a given leaf node is

	

D
N N

i

N N

i

N N

TDMA =
−

=

=

−

∑1
1

2

2 1 0

1

2 1

2 1

·

· .

·

	 (7.28)

The above derivation for DTDMA represents an “average” scenario in which a node generates 
at most a packet in an interval equal to N1 · N2 time slots. If, on the other hand, more than one 

*	 We assume that packet generation is at the beginning of a slot.

...

N1 Ts

. . .

Leaves

Leaves

Sink Idle for (N2 – 2) Ts

Idle for (N2 – 2) Ts. . .

RN2RN2
Sink

. . .. . . . . .

. . . . . . . . .

R1
R1

R2

R1

Leaves SinkR2R2

N1 Ts

N1 Ts

RN2

Leaves R1

Figure 7.7  TDMA chronogram.
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packet is generated during a time slot, it means that as soon as a leaf has transmitted a packet to 
its relay, it is likely to soon generate a new packet, which will wait a period longer than that of 
Equation 7.28. This waiting period is at most N1 · N2 time slots. Therefore, in general, it can be 
stated that

	
N N

D N N2 1
2 12

· ·≤ ≤TDMA .
	

In Figure 7.8, the average delay (expressed in contention time slots) incurred by a leaf to reach 
its relay is shown in a qualitative manner and as a function of the transmission probability q. Note 
that in the TDMA case, the expression does not depend on q, because in TDMA systems, a leaf 
needs to wait for its assigned time slot. Finally, one can anticipate that, as it will be formally dem-
onstrated later, when the node probability of transmission is low, the slotted ALOHA significantly 
outperforms the TDMA scheme. However, for increasing probability of transmission, that is, for 
increasing traffic load, there exists a critical threshold above which the TDMA scheme is to be 
preferred.

7.5 � Reliable Routing and Optimal Topology in Multihop BAN
Assuming that all links of a route are independent and that a packet erroneously transmitted on 
any link of a route is not retransmitted, the route probability of success can be expressed as
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Figure 7.8  Qualitative description of the average delay at the relay nodes for TDMA and slotted 
ALOHA schemes as functions of sensor probability of transmission q and for various network 
topologies.
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P P(route) (link)

hops

= ∏ i

i

n

	 (7.29)

where Pi
(link)  is the link probability of success on the ith link of the route and nhops is the route 

length. In this sense, the derived expression (Equation 7.29) will be an upper bound for suc-
cessful transmission probability, which corresponds to a real-time streaming of data based on a 
datagram-oriented transport. More precisely, the connectionless transmission modes [e.g., user 
datagram protocol (UDP) and real-time streaming protocol (RTSP)] are stateless by nature and 
allow the nonblocking sending of data stream, which is a requirement in medical applications but, 
as a consequence, this transport mode does not allow for successful transmission monitoring and 
resending of nonreceived packets.

QoS in BANs is a nontrivial and relevant question in this very specific context. In a general 
manner, QoS comprises the requirements on all aspects of a data stream connection, such as the 
maximum acceptable loss, delay, variability of the service, etc. In the absence of QoS, the delivery 
network may suffer from dropped packets, excessive latency, jitter, and out-to-order delivery. In 
the field of medical applications, guaranteed packet delivery is the most important requirement 
and other issues (such as delay or jitter) can be considered of less importance. First, as discussed 
previously, medical sensing is more likely to use connectionless transmission modes, such as real-
time protocol (RTP; RFC 3350), to ensure a fluid delivery of data packets. The RTP protocols 
ensure that out-of-order packets are correctly delivered by tagging the packet sequence using an 
increasing 16-bit sequence number. Second, due to the limited size of the network, jitter (the vari-
ability of the data delivery delay) can be fairly neglected because no end-to-end retransmission can 
take place. Also, once established, the routing tree will be stable for the entire monitoring session, 
which further guarantees limited jitter. Finally, the existence of a constant delay is not impor-
tant in a pure monitoring system, that is, a system that performs the collection of vitals without 
feedback actions. However, as it will be presented later, in a random access network, delay can 
grow exponentially and even become unbounded. This is not the case in a deterministic, TDMA 
network. Therefore, specific attention will be paid to the computation of the delay and the com-
parison of both access methods.

To summarize, the QoS in a medical application can be formulated as the requirement 
that (i) the number of losses is small and (ii) the delay is noninfinite. To translate these two 
requirements into equations, we propose the following framework for the computation of the 
optimal routing tree. On the basis of the expression in Equation 7.29, we define that a route 
has an acceptable QoS if and only if a minimum end-to-end transmission rate can be achieved, 
that is,

	

D(route)

(route)
min
(medical)

< ∞
≥





P P
	 (7.30)

where D(route) is the end-to-end route delay and the value Pmin
(medical)  depends on the medical applica-

tion of interest and is defined by the practicians. It is usually high, that is, Pmin
(medical) > 90%  is a 

reasonable expectation.
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7.5.1 � Routing in BAN Networks
Routing is the process of selecting the optimal path (with respect to an objective function to be 
maximized or minimized) in a network along which data traffic flows. In the context of a medical 
monitoring scenario, routing is intended to find the optimal way to send information through the 
network, from sensors to the sink, under the minimum QoS requirements expressed in Equation 
7.30.

In a study by Dricot et al. [62], a preliminary performance analysis of BANs with star topolo-
gies was carried out. Indeed, these topologies are simple to implement but not well-suited for 
medical applications because they exhibit a significant power consumption [63] and cannot per-
form in-network data aggregation [64,65].

In Figure 7.9, an illustrative medical application is presented. The corresponding routing 
scheme (plain bold lines) is derived from the connectivity graph (dashed lines). The specific routes 
are chosen so that the QoS meets the medical requirements. As shown in Figure 7.9, wireless 
transmissions allow multiple possible paths for the routing of packets from the sensing nodes 
to the collecting sink. Furthermore, due to the short distance nature of BAN communications, 
direct transmissions are feasible almost all of the time but they are subject to more interference. 
Therefore, the objective of the routing algorithm is to determine the most reliable routes, in terms 

Leaf nodes

Relaying nodes

Sink node

Connected link

Routed link

Figure 7.9  Medical application of body sensor networks. Possible links are presented in dashed 
lines and the routing tree wrt. to QoS requirements is drawn in bold lines.
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of the number of hops and relaying nodes, to transport an information stream from a leaf node 
to the sink. Also, due to the dynamic nature of the network configuration (e.g., arms moving, 
switching from indoors to outdoors, and others), a dynamic routing algorithm is mandatory, that 
is, routes cannot be determined a priori for any medical application and forced into the nodes.

Dynamic routing protocols are based on well-known routing tree exploration techniques. 
These protocols can be divided into two major techniques: link-state and distance-vector. The lat-
ter class of protocols was designed for very large architectures, such as the Internet, and is based 
on a decentralized, step-by-step convergence approach. This class of protocols has less computa-
tional complexity but will not be considered here because it exhibits certain limitations that must 
be avoided in medical applications. These include the well-known count-to-infinity problem (i.e., 
routing loops) and slow convergence times (due to the iterative nature of the algorithm).

On the other hand, link-state algorithms are performed by each node in the network, that is, 
every node constructs a map of the connectivity to the network and then independently calculates 
the best logical path to every possible destination in the network. Practically, the routing task can 
also be implemented in a centralized node (e.g., the sink node) and the routing tables are subse-
quently redistributed to the sensing nodes. The incurred overhead of control messages (signaling 
traffic) is negligible with respect to the data streams’ load. Modern link-state algorithms are usu-
ally based on variants of the Dijkstra algorithm.

7.5.2 � Link-State Routing: Dijkstra’s Algorithm
Dijkstra’s algorithm [66] is a graph search algorithm that solves the single-source shortest path 
problem for a graph with nonnegative edge path costs producing the shortest path tree. More pre-
cisely, for a given source vertex (node) in the graph, the algorithm computes the path with the low-
est cost (i.e., the shortest path with respect to a cumulative cost metric) between that vertex and 
every other vertex. It can also be used for finding the cost of the shortest path from a given vertex 
to a specific destination vertex by stopping the algorithm once the shortest path to the destination 
vertex has been determined. For instance, if the vertices of the graph represent the network con-
nectivity and edge path costs represent the link probability of errors between pairs of nodes con-
nected, Dijkstra’s algorithm can be used to find the route with the highest probability of success. 
This route is denoted as the “optimal route,” with respect to a cost function or the “shortest path.” 
Because Dijkstra’s algorithm is simple to implement, has a reduced complexity, and is proven to be 
extremely stable, it is widely used in network routing protocols, most notably in intermediate sys-
tem–to–intermediate system (IS-IS; RFC 1142) and open shortest path first (OPSF; RFC 2328).

The algorithm works by using the following iterative steps:

	 1.	Assign a tentative distance value to every node: set it to zero for the initial node and to infin-
ity for all other nodes.

	 2.	Mark all nodes unvisited. Set the initial node as current. Create a set of unvisited nodes 
called the unvisited set consisting of all the nodes except the initial node.

	 3.	For the current node, consider all of its unvisited neighbors and calculate their tentative 
distances. For example, if the current node A is marked with a tentative distance of 6, and 
the edge connecting it with a neighbor B has length of 2, then the distance to B (through A) 
will be 6 + 2 = 8. If this distance is less than the previously recorded tentative distance of B, 
then overwrite that distance. Even though a neighbor has been examined, it is not marked 
as visited at this time, and it remains in the unvisited set.
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	 4.	When we are done considering all of the neighbors of the current node, mark the current 
node as visited and remove it from the unvisited set. A visited node will never be checked 
again; its distance recorded now is final and minimal.

	 5.	If the destination node has been marked visited (when planning a route between two specific 
nodes) or if the smallest tentative distance among the nodes in the unvisited set is infinity 
(when planning a complete traversal), then stop. The algorithm has finished.

	 6.	Set the unvisited node marked with the smallest tentative distance as the next “current 
node” and go back to step 3.

A pictorial example is presented in Figure 7.10, in which three possible paths connect the sen-
sor node A to the sink node. As can be observed, several paths are possible and, mode specifically, 
the A sink has a cost of 8, the A-B sink has a cumulative cost of 2 + 9 = 11, and the A-B-C sink 
has a cost of 2 + 3 + 2 = 7. Therefore, the A-B-C sink is picked up because it is the lowest costing 
candidate.

7.5.3 � Medical Nodes’ Maximum Probability of Transmission
In this case, we consider a situation with a limited amount of sensors located on specific parts of 
the human body. Because the number of sensors in a real-life situation will range between 10 and 
18, the density of the corresponding sensor network is low. Moreover, in most medical applica-
tions, not all sensors are used to monitor the patient’s state, resulting in a sparse deployment that 
is specific to body sensor networks. For the purpose of this analysis, a particular distribution of 
nodes has been chosen and is represented in Figure 7.11. In the remainder of this performance 
analysis, the nodes are numbered as follows: 1, EEG; 2, EMG1; 3, EMG2; 4, EMG3; 5, ECG; 
6, NFL; 7, VAB; 8, VTH; 9, PTL; and 10, SINK. The medical purposes of each sensor and its 
networking characteristics are introduced in Table 7.1.

In medical applications, the node probability of transmission is bound by two constraints: 
(1) the minimum sampling rate of the medical sensor (reported in Table 7.1) and (2) the minimum 
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Figure 7.10  Scenario with multiple communication links between the nodes and the sink. On 
each link, the cost metric is presented.
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route probability of success, which translates into a maximum node transmission rate. Therefore, 
a computation of the maximum value for the transmission probability (noted as qmax) is the first 
step before any analysis. The determination of this value is an iterative process, that is, for a given 
value of the route probability of success Pmin

(route), the transmission rate of the nodes (through the 
quantity q) is increased at each iteration until Pmin

(route)  is reached. The corresponding value of the 
node probability of transmission is then reported as qmax.

Note that, to further ensure the robustness of our analysis, the value of Pmin
(route)  is always calcu-

lated over the worst possible route. More precisely, all possible routing trees are computed and the 
value Pmin

(route) corresponds to the lowest possible route probability of success observed on all possible 
network configurations. Figure 7.12 presents the medical nodes’ maximum probability of transmis-
sion in a 10-node setup and as a function of the route minimum probability of success Pmin

(route). It can 
be observed that the medical reporting rate decreases exponentially as the value of Pmin

(route) increases. 
As a consequence, reducing the packet loss in the entire network is extremely difficult if the route 
quality is expected or required to be high. Furthermore, for values of Pmin

(route) ≥ 0 7. , which is in the 
functioning region of a real-life medical body sensor network, the value of qmax decreases linearly. 
In that region, the value of qmax less than or equal to 0.005, meaning that the random access strat-
egy does work, but only if the medical reporting rate is low. In any other case (emergency increase 
of the sampling of the vitals, high density of nodes, high traffic sensors, etc.), the use of the TDMA 
strategy is mandatory.

EMG3

ECGVTH

VAB

EMG2

EMG1

PTL
PR

SPO2

PAP

EEG 

Sink

Connected link

Figure 7.11  Medical scenario of interest for routing performance evaluation and its connectiv-
ity topology.
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Finally, the simulations were conducted for uplink and downlink traffic. In Figure 7.13, the 
medical nodes’ maximum probability of transmission is reported as a function of the minimum 
route probability of success for the two traffic modes and in the case of the random access network. 
It can be observed that the difference is neglectable, and the prior analysis holds both in the uplink 
and the downlink communications.
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Figure 7.12  Probability of transmission versus minimum route probability of success in medical 
scenario.
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Figure 7.13  Uplink and downlink performance in medical scenario.
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7.5.4 � Optimum Routing Tree Computation and 
Corresponding Route Performance

When the computation of the maximum suitable value of qmax is completed, the next step is to 
derive the optimum routing tree of the random access network. The optimal routing tree is a col-
lection of all the best paths between the central node (i.e., the sink node) and all the other medical 
sensor nodes, printed in the form of a tree graph in which the sink node is the root and sensors 
are the leaves.

The computation of the best path to reach every single leaf node is done with the Dijkstra 
algorithm presented in Section 7.5.2. To properly run the Dijkstra algorithm, one needs to assign 
a weight value on each link of the network such that a high link probability of success translates 
into a low link weight. Starting from the link probability of success is not possible because the 
definition in Equation 7.29 yields

	

1 1

1 1 12

− = −

= − − −

∏P P

P P

(route) (link)

(link)

hops

i

i

n

( )( 11
(link) )  	 (7.31)

which cannot be used in Dijkstra’s algorithm because it is not an additive function of the probabil-
ity of success of each link. This problem can be solved by considering a logarithmic version of the 
link costs. More precisely, the objective of Dijkstra’s algorithm is to maximize P (route), which can 
be seen as an equivalent to minimizing the quantity 1/ (route)P . Furthermore, by recalling that the 
logarithm is a continuous, strictly increasing function of its argument, minimizing the quantity 
P (route)  can be equivalently rewritten as minimizing the function log10 P

(route)  and it can be written 
(in the case of a n-hops scenario) as:
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	 (7.32)

The minimization of this quantity can be carried out using Dijkstra’s algorithm. Figures 7.14, 
7.15, and 7.16 present the optimum routing tree for the uplink and the downlink communications 
and with q = 0.1, q = 0.2, q = 0.33, respectively.

It can be observed from these figures that, in a random access network, the most performant 
topology corresponds to a star with direct communications between the medical sensors and the 
sink node. This can be interpreted as follows. As previously presented in Chapter 2, the wireless 
propagation channel of BAN is highly specific and exhibits a strong attenuation with respect to 
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Figure 7.14  Uplink and downlink routing tree of the network in medical scenario with q = 0.1.
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Figure 7.15  Uplink and downlink routing tree of the network in medical scenario with q = 0.2.
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the distance. Therefore, in a noise-limited regime, far-range interferers (i.e., the nodes at a distance 
of d ≥ 25 cm to the receiver) do not interfere with the emitter node of interest. Because the nodes 
are sparsely deployed over the body, for low values of q (which is the case due to a required high 
value of Pmin

(route) ) the corresponding total interference on each link is low. More precisely, by recall-
ing the definition in Equation 7.29, one has

	
P P P(route) (link) (link)

hops
hops

= ≈ ( )∏ i

i

n
n

	

because ∀ ≈ =i j i j, :P P P(link) (link) (link) . Furthermore, because the link probability of transmission 
is high, Pi j,

(link) ≈ 1 and, finally, one has P Pi

n

i
(link) (link)hops( ) ≈ , which demonstrates that a multihop-

ping strategy does not help in improving the route probability of success in the context of low rate 
BANs.

Finally, Tables 7.2 and 7.3 present a synthesis of the route probability of success as a function 
of the node medical reporting rate q and for the downlink and uplink scenarios, respectively.

7.5.5 � Route Delay and Optimization of the Link–Layer Access Scheme
In the connectionless transport network, in which no traffic is induced by retransmissions, the 
end-to-end delay is equal to the sum of the delay on each link of the route. In an IEEE 802.15.6 
BAN, and as presented in Section 7.4, two strategies can be used: random access transmissions 
(i.e., slotted ALOHA) and time division transmission (i.e., TDMA). Therefore, the delay of the 
random access network is
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Figure 7.16  Uplink and downlink routing tree of the network in medical scenario with q = 0.33.
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D D

i

n

ii

n

ALOHA
(route)

ALOHA
(i)

(link)

hops hops

= =∑ ∑ 1
P

	 (7.33)

whereas in a TDMA network with N1 leaves and N2 relaying nodes, it has been shown in Equation 
7.28 that the average delay is deterministic and given by

Table 7.3  Uplink Route Performance in Medical Scenario

Source Node Destination Node Distance (m)

P ( )route

q = 0.1 q = 0.2 q = 0.33

1 10 0.6181 0.5186 0.2534 0.0896

2 10 0.9019 0.5314 0.2675 0.0993

3 10 0.5024 0.5314 0.2675 0.0993

4 10 0.3679 0.5314 0.2675 0.0993

5 10 0.2100 0.6398 0.4032 0.2119

6 10 0.4933 0.5186 0.2534 0.0896

7 10 0.2158 0.5942 0.3439 0.1583

8 10 0.2213 0.5772 0.3232 0.1415

9 10 0.8381 0.5314 0.2675 0.0993

Table 7.2  Downlink Route Performance in a Medical Scenario

Source Node Destination Node Distance (m)

Prs

q = 0.1 q = 0.2 q = 0.33

10 1 0.6181 0.5109 0.2453 0.0843

10 2 0.9019 0.5109 0.2453 0.0843

10 3 0.5024 0.5109 0.2453 0.0843

10 4 0.3679 0.5109 0.2453 0.0843

10 5 0.2100 0.6270 0.3866 0.1971

10 6 0.4933 0.5109 0.2453 0.0843

10 7 0.2158 0.6059 0.3595 0.1729

10 8 0.2213 0.5873 0.3362 0.2213

10 9 0.8381 0.5109 0.2453 0.0843
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D

N N
TDMA
(route) = 2 1

2
·

.
	

It can be observed from the relation in Equation 7.33 that the random access network will be 
highly sensitive to link impairment. For instance, let us consider that node 1 is subject to strong 
interference, that is, ∀i i,P P1

(link) (link)� . Therefore, Equation 7.33 can be approximated as

	 D
ii

n

ii

n

ALOHA (link) (link) (link)

hops

= = +∑
≠

1 1 1

1 1
P P P

hhops

(link)∑ ≈ 1

1P 	

and, therefore, the route delay depends on the link subject to the strongest interference level. To avoid 
unbalancing in the links, relays can be deployed to reduce the link distance and increase the link SINR.

In Figure 7.17, a comparison between the ALOHA and TDMA route delay in a one-hop medi-
cal network is presented. It can be observed that there exists a break point that differentiates the two 
access strategies. More specifically, when q ≤ 0.3, the random access scheme yields lower end-to-end 
delay. This is because, for low values of q, the TDMA sensing nodes spend more time waiting their 
turn before transmitting whereas the ALOHA nodes can transmit their data directly. On the other 
hand, when q > 0.3, the number of collisions in the ALOHA network increases due to the concur-
rent access by the nodes and the deterministic strategy outperforms the random strategy.

Next, it is of interest to compare between networks implementing the TDMA access scheme 
with or without relay nodes, that is, for N1 ≠ 0 and N2 ≠ 0. The results of the corresponding simu-
lation are reported in Figure 7.18. As expected, the relaying nodes further increase the delay and 
the waiting time at low transmission rates. More specifically, the ALOHA scheme outperforms the 
TDMA scheme until the node probability of transmission reaches q = 0.35.

To summarize, as a TDMA-based scheme has a throughput τ = q, it becomes very attrac-
tive for values of q beyond the maximum of the considered slotted ALOHA system, as the latter 
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Figure 7.17  Route delay comparison of ALOHA and TDMA in a medical network.
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becomes unstable, that is, the value of the delay DALOHA → ∞ because Ps → 0. In scenarios with 
low reporting rates, the slotted ALOHA scheme is preferred.

7.6 � Conclusions
In this chapter, we have investigated the performance of IEEE 802.15.6 body sensor networks 
under realistic propagation conditions. More specifically, we have proposed a generic analytical 
framework for a computation of the link probability of outage in body sensor networks subject to 
fading interference. The analytical derivation is built on real-life channel measurements, which 
allows us to accurately model the particularities of the physical propagation mechanisms found 
in on-body wireless transmissions—strong signal attenuation with respect to the distance and 
propagation through reflections off the environment.

The link-level performance analysis was conducted under two distinct medium access mecha-
nisms: random access (i.e., slotted ALOHA) and time division multiple access (i.e., TDMA). 
Both strategies are part of the IEEE 802.15.6 standard and exhibit distinct advantages and short-
comings, depending on the scenario of interest. Regarding the random access approach, it is the 
simplest to implement and can be used for low throughput body sensor networks. The detailed 
performance analysis showed that the functioning region (in terms of sensor reporting rate) coin-
cides with the requirements of most medical applications. On the other hand, when the sensor 
reporting rate is high or if the number of sensors increases, the TDMA strategy is preferred—even 
if it is more difficult to implement. Indeed, when the load increases in a random access network, 
the probability of collisions increases proportionally. A strictly defined time ordering of the packet 
sending times and silence times of each sensor is mandatory. It is important to note that the devel-
opments presented in this chapter are generic and can be used to further analyze the performance 
of future medical sensor networks without loss of generality.

Next, based on the link probability of outage, it has been possible to derive the optimal topol-
ogy and the performance of the entire medical network. More precisely, a well-known graph 
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Figure 7.18  TDMA scheme with and without relay comparison in the medical network.
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technique used in computer networks (i.e., Dijkstra’s algorithm) was used to determine the opti-
mal path between any pair of source and destination nodes. Each link was given a weight propor-
tional to its probability of outage and the algorithm was used to determine the routes with the 
lowest achievable weight, that is, the highest probability of successful end-to-end transmission. 
A performance analysis of the routing topologies was conducted in the context of a real medical 
implementation. It has been observed that multihopping (the use of intermediary relay nodes) 
is not necessary, in general, in a medical sensor network. Moreover, the use of relays may have a 
detrimental effect on the end-to-end delay and would generate further interference if the random 
access schemes are in use.

Finally, the topology can be dynamically adapted by the network itself to meet any change 
in the topology (i.e., addition or removal of nodes) or in the medical reporting rate of the nodes.

Appendix A
The modeling of slow-scale fading as a log-normal distribution (i.e., a zero-mean Gaussian in deci-
bel scale) raises mathematical difficulties, as shown in Equation 7.12. The complementary cdf of a 
zero-mean log-normal random variable is

	
ζ σ

σ
( )

log
z

z
; erf�

1
2

1
2

10
2

10+ −





	 (7.34)

where erf d�
2 2

0π
e tt

x
−∫  is the error function. The function ζ(z;σ) is shown in Figure 7.19 as a 

function of z for σ ∈ {4,8,12,16} dB. It can be observed that ζ(z;σ) (i) saturates for z → ∞, regard-
less of the value of ρ, and (ii) has the shape of a decreasing exponential function of z (for a given 
value of σ).
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Figure 7.19  The function ζ(z;σ) as a function of z, considering various values of σ (in decibels).
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The ζ function can be approximated with a linear combination of negative exponential func-
tions, as in [67,68]:

	
ζ σ( ) exp( ) exp( )z c a z c a zm

m

m m

m

n

m; = − ≈ −
∞

∑ ∑
	

where the coefficients { }cm m
n

=1  and { }am m
n

=1  depend on σ and can be determined in a least-squares 
sense with q ≥ 2n known points of the ζ function. The Levenberg–Marquardt algorithm [69,70] 
can be used to determine the coefficients {cm} and {am} for different values of σ and 10,000 points 
over the interval z ∈ [0,1000]. The corresponding values are reported in Table 7.4 along with the 
corresponding residual sum of squares.
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